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What is CERNBox ?

CERNBox provides a cloud synchronisation service

Available for all CERN users (1TB/user)

Synchronise files (data at CERN) and offline data access
Easy way to share with other users

 All major platforms supported d0).
« Based on ownCloud integrated with EOS ownCloud
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EOS is the CERN disk storage for physics data

140 PB raw deployed
(50% in Budapest)

1’300 storage nodes
40°000 disks

Usable Capacity (2-replica)

DANTEY
100 GhE

Files Stored
275 M

89 M

100M 44 M

10M
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ownClou

» EOS offers “virtually unlimited” cloud storage for end-users

Full solution compatible with ownCloud clients
Remove dependency on the ownCloud Database

« EOS has a very fast in-memory namespace
Integrate web-access and sharing, versions, trash bin
Significant improvement of the external storage concept

* Great scalability, as good as the underlying backend

* Great performance, efficient hardware usage
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Access Methods: FUSE

[imascett@lxplus2015 ~)#»

[imascett@lxplus2015 ~]# df -H -t fuse

Filesystem Sire Used Avail Used Mounted on
eosuser 506T TOT 4377 14% /Jeos/user
eosatlas 36P i7p 20P A45% /eos/atlas
eosalice 20pP 11P B.5P 57% /eos/alice

eoscms pd- 1 14P SP 49% /eos/cms

eoslhch 13P 7.6P 4.6P 63% Jeos/Llhchb
eospublic 16P S5.8pP 11P 36% Jeos/public
[imascett@lxplus2015 ~]#

[Imascett@lxplus2015 ~]# s ~\lc /eos/user/L/lmascett/
total 6644

drwx : lmascett c3 Dec 10 15:58 CERN
drwx : lmascett c3 Jan 26 18:18 debug
drwx . lmascett c3 Dec 11 29:43 download
drwx . Imascett c3 Oct 31 18:24 pdf

drwx . lmascett c3 Dec 11 29:44 personal
drwx - lmascett pictures

ISt | webdav| xroot ' share | mobile | web
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Access Methods: WebDAV

FAVORITES ! |

23 Dropbox |5 cernbox-sample.txt - 54 KB
= ) v (L] CERNBOX-STRATEGY -
= ATRES (] CERNBOX-EQS-WEBDAV -

@ AirDrop '/ CERNBox20-ROADMAP.txt - 10KB

# Applicati... u: client-migration-to-eos.txt -

| DSS-strategy-meeting.txt --
|E=E | EOS-admin-commands.txt == 500 bytes
[ Documents 5 EOS-Backup.txt - 2k8
0 Downloads | eos-pps-benchmarks-new.txt - 44 KB
E Movies ' eos-pps-benchmarks.txt - 40 KB
. | EOS-Prototype.txt - 5 KB

J7 Music

v (1] EOS-RD-WORKSHOP = =
Pictures [ EOS-URLtxt = sKB

£+ backup... ]
(£ Google. Shamd -

@ moscicl

[_] cernbox.cern.ch

fs |webday | share | mobile | web

Namespace
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Access Methods: xroot & ROOT

> T
K] 40_,&1;’\3’:&;2011;2012 ATLAS
o [ iggs Boson o4
g 3537 m,=124.3 GeV (fit) H_>7ZTZV JLdIt 461"
§ | Ejpacgounazzz :‘s -8 TeV JLdt=20.7 1o
w [l Background Z+jets, tf s=81e e
301 7% systUnc.
Profile of pz versus px open all cose all
o

=

B

E — ~

o

250
m, [GeV]

Embedded ROOT viewer
in CERNBox browser

fs |webdav share | mobile | web

Namespace
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Access Methods: Sync
-

e 00 “ CERNBox
b ™

Account to Synchronize

2. CERNBox
() Remote path: home
A /Users/moscicki/cernbox

16 kB of 16 MB, file 6 of 8
Total time left 9m 03s
uploading Presentations2015/TNC2015/outline.key (16 kB of 16 MB)

‘EI Connected to https://cernbox.cern.ch/cernbox/desktop as kuba.

 AddFolder...
—
~ Remove
~ Choose What to Sync

Storage Usage Account Maintenance

Edit Ignored Files

Currently there is no storage usage {

information available. {

Modify Account

>

share | mobile | web

Namespace
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Access Methods: Sharing

Files v
_Alfles T ——— % Presentations2015 TNC2015 h
Shared with you zl Boarding (2)
Shared with others Hotel v (Pending) c
3 Shared by link
) Bl moscickin
010110
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sical Storage [nr
0001y 4
12




Access Methods: Mobile & Web

aaaaa

N 5_all_geotag_info.log
el |B2mos 1265ke

A
N -passwd.sh

share | mobile

Namespace
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CERNBox Service Numbers

EOS offers “virtually unlimited” cloud-storage for our end-users

Users 4074 Users

# files 55 Million 4500

4000

# dirs 7.2 Million o
2500

1TB/user 2000

1500

Used Space 104 TB o

500 -

B O N
Poploved AT
Space $ L3288 28=2¢83823=28528-=
’
2207 @0 O
Ry20% 60% &_820%
User community very active Engineers  Physicists

* Very positive feedback
« Several useful suggestions

Services &
- Important contributions Administration

» happy to help testing new features




EOS/CERNBox HTTP Operations

140 Hz

Weekly Cycles
== Some Peak

Requests VN
100 Hz at 1 1Z

CERN
end-of-the-year
closure

10/8 10/16 10/24 111 11/8 11/16 11/23 121

== Http-DELETE Avg: 0 Hz == Hitp-MKCOL Avg: 0 Hz == Http-GET Avg: 2 Hz == Http-PUT Avg: 3 Hz Http-PROPFIND Avg: 37 Hz

PUT and GET Requests

Millions
= =
[ STEN
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6
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0

12/8 12/16 12/24 n

Distinct IPs
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Nov 2015: Geolocation Active Users




Dec 2015: Geolocation Active Users
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Success Stories
and Future use-cases
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RESEARCH
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Unned Nations Institute for Training and Research UNITAR Opevational Saelit Apgplication Pogramme OBSERVE TO PREDICT,

A need of a global Flood Early Warning System @ CERNBox

Flooding is the most common and widespread hazard worldwide

ferisis Post-crisis | Development

Nocrisis [ Emerging | Imminent
risk risk Recovery | planning

Runing hydrological simulations at CERN

With the support of CERN's IT-Department, the operational use of the modelling chain has
been tested using CERN grid computing facilities.

Flood Early
Warnings System

Streamflow and
rapid estimation

of flood Extent 1. Aservice CERN account have been created for the working group,

2. Codes and input data have been uploaded into IT-Dep servers through CERNBOX

[ =
PGl by ORI Wil etded elhe 3. First testing simulation of the forecast modelling chain with the use of IT-Dep Grid
Objectives: Computing platform has been succesfully accomplished at CERN on March 2015.
v Improve disaster response planning with timely
identification of potential affected areas, in particular Thise Q> (<2 e fvn: 200601140000
for critical areas of the world that lack of data 10 \ 1
. 8
v' supporting humanitarian actors during flood s
emergency with data and analysis b .
v’ guide satellite image acquisition overcome delays . da > N
due to the triggering process of satellite imagery i - 0
. 2
% - 4
S — @ d
y 8
P oy | 20 2 %) 35 ") & e
ime
@&
unitar
| — —

* Enable non-experts to easily use CERN Storage resources
* Powerful integration with the batch system
« Simple to share result with collaborators

E@ Thanks to Mauro Arcorace, members of UNITAR/UNOSAT and CIMA foundation for the material provided 21
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CERN Press Office

CERNBox used by the
Press Office to share

immediately videos to

the media for download
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,' profit from native performance in
transferring 30-50GB files

E E o Sign in News Sport Weather Shop Earth Trave

NEWS

Home Video World UK Business Tech Science = Magazine = Entertainment & Arts

Science & Environment

Large Hadron Collider turns on 'data tap'

By Paul Rincon
Science editor, BBC News website

© 3June 2015 | Science & Environment




R&D - EOS World-Wide Deployment

adize, Tt
T ers gt s arsy

= Nouakchott
=" oakar -y
=T =8 4 gy el * | Ocean
- it

[roofdp05151113837349 ~lt eos ls’

drwxrws r=+"

d rwx r—-xr-x Pl e e 2 Sep 08 15:43 austra'l:La =
d rwxrws r— . S 3 Sep 28 10:11 dualcoptw
drwxrwsr—+ 1 daemon 2 Sep 25 13:52 europe

drwxrwsr—+ 1 root et 1 Oct 82 13:59 triplecopy
[root@p@5151113837349 ~]# aos“' s —1 /eos/austraua

drwxr-xr—+ ' 1 daemon reet " 1 Sep 25 13:52 melbourne
drwxr-xr-x 1 root  root ] 3 Sep @8 15:43 prac
[root@p@5151113837349 ~]# eas s -1 /eos/europe
‘drwxrwsr—+ 1 daemon root @ Sep 25 13:52 budapest
drwxrwsr—+ 1 daemon-.. root @ Sep 25 13:52 geneva
[root@p@5151113837349 ~]# eos 1s -1 /eos/asia
drwxrwsr—+ 1 daemon root @ Nov 85 12:13 taiwan
[root@p@5151113837349 ~]#
CERN ] ] ] ] ] ] ] T I
o) 2
ard




Future Home Directory (SHOME)

CMS

webdavy,
LHC

CERNBox + EOS scenarios
end-user files and sharing
project spaces

physics analysis

future home directory 24
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Overview and Summary
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Summary @ CERNBox
Innovative service
» Fast growing, very good feedback m

Full integration with LHC petabyte storage

* Integration with existing workflows

Bring data closer to our users
* New ways to interact with the data

CERNBOoX/EQOS is an innovative platform for scientific computing
« great scalability and performance
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